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Abstract:  The Speech is most essential & foremost means of communication among human beings. Today, speech technologies 

are commercially available with an unlimited but interesting range of functionalities. These technologies enable machines to respond 

to the voice commands and provide valuable services to users. This has become one of the latest technologies that are being used 
in mobile phones and computers to enhance the speed of execution of a function through voice input. This paper gives an overview 

of major technological perspective and appreciation of the fundamental progress of speech recognition. It gives an overview on 

technical development in each stage of speech recognition and also compares different speech recognition systems. 

 

 

Index Terms - Artificial Intelligence, Automatic voice /speech recognition, Feature Extraction, Machine learning, Natural 

language processing, Speaker Identification. 

I. INTRODUCTION 

 Now-a-days the world and the technologies are moving at the faster pace. As humans tend to spend less time on manual 

work and wants to increase the production more and more, the techno world is also building technologies to satisfy the budding 

demands. Speech being the most basic, common and efficient form of communication method for people to interact with each 

other. People are comfortable with speech therefore they would prefer to find it more convenient to interact with computers via 
speech, rather than using primitive interfaces such as keyboards and pointing devices. 

 More than anyone, world of computer is having the most advance technologies to build the environment which is suitable 

for all kinds of working and business. In era of digitization we are trying to reduce as much load as we can which requires less 

and less physical work and time. Hence when it comes to project management in IT sector there is demand in tools and techniques 

which could increase the development process and this could be achieved by automated systems with voice recognition systems. 

II. VOICE RECOGNITION 

A voice recognition system requires a processing unit which accepts and interprets the human voice. It consists of: 

i. A microphone: to send voice command 

ii. Software for voice recognition 

iii. A processing unit for interpreting the voice and performing the task 
 

The general process of voice recognition is mentioned in following figure: 

 

 
 

Fig.2.1: Steps involved in voice recognition. 

 

The steps involved in voice recognition are as follows:  

i. VOICE: In this step the user voice is accepted and converted into text.  

ii. MATCH WITH CORRECT INPUT: In this phase the system checks if command is given accurately, also it matches it with the 
dictionary.  

iii. EXECUTE THE TASK: When the second step is successfully completed the required task is performed by the system.  

iv. TASK IS COMPLETED: In this phase the final result is displayed.  
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As there are so many spoken languages exist. We require the processing unit which will understand and translate voice commands 

in native languages [1]. Voice recognition involves capturing sequence of words, breaking them down and finding a best suitable 

match for the word. Then the software interprets the possible meaning. Automated voice recognition has a variety of applications 
such as automatic call processing [2], Smart Mobile Attendance [3], Wireless room automation [4], Laughing voice recognition [5] 

and many more.  

Voice recognition is based on Natural Language Processing [6]. Human voice is captured and processed using some techniques. In 

context of Natural Language Processing or Semantic modelling used in Semantic and Linguistic Grammars both define a formal 

way of how a natural language sentence can be understood. Linguistic grammar deals with linguistic categories like noun, verb, etc. 

while Semantic grammar, on the other hand, is a type of grammar whose non-terminals are not generic structural or linguistic 

categories like nouns or verbs, but rather semantic categories like person or a company.  

Semantic Modelling [7] has undergone the renaissance, and now it is the basis of almost all commercial NLP systems such as 

Google, Cortana, Siri, Alexa, etc. Using supervised self-learning, the Semantic Model learns more with every curation and 

ultimately can know more than it was taught at the beginning. Hence, the model can start small and learn up through human 

interaction which the process that is not unlike many modern AI applications.  

Semantic Modelling has gone through several peaks and valleys in the last 50 years. With the recent advancements of real-time 
human curation interlinked with supervised self-learning, this technique has finally grown up into a core technology for the majority 

of today’s NLP/NLU systems [8]. Hence, we can say that in making of Siri or Alexa there is a Semantic Model working on the 

answer in backend of the system.  

 

III. VOICE RECOGNITION TECHNIQUES 

 

Many voice recognition techniques exist. In this paper some of them are explained.  

 

3.1 Error Correction in voice input:  

 The authors Keith Vertanen, Per Ola Kristensson, of have focused on the creation of a dictionary for common spoken web 

search queries in the paper [9]. The main purpose of this project was to recognize and give accurate output for the common web 

search queries. A corpus was created and how it was used to give accurate results. It uses search specific vocabulary which 

automatically generates superior pronunciation. This is better than the dictionary with fixed pronunciation. The main purpose of 

this work is to easily retrieve the web search queries and give the result faster.A formative user study was conducted to investigate 
recognition and correction aspects of voice search in a mobile context. This dictionary is built by using the data’s recorded by the 

spy pages on the different search engines. Generally only one pronunciation for a particular word is stored. This creates problem, 

i.e. even if the user does a single mistake in pronunciation the output may not be displayed properly. This gives special attention to 

what are the different pronunciations for the same word the user may use. Though there was considerable amount of error rate, the 

user were able to get the output for the search queries in 18sec. The user was able to do this while walking about with the help of a 

touch screen mobile. The time for retrieval of output is considerably reduced by the use of this dictionary. The drawback of this 

system is that if a specific word is absent in the dictionary its output retrieval will be quite difficult.  

 

3.2 Automatic Speech Recognition system:  

 In the paper author Douglas O’sShaughnessy [10] stated that speech is the most basic, common and efficient form of 

communication method for people to interact with each other. This can be accomplished by developing an Automatic Speech 

Recognition (ASR) system. This is the process of converting a speech signal to a sequence of words by means of an algorithm 
implemented as a computer program. It has the potential of being an important mode of interaction between humans and computers. 

The main goal of speech recognition area is to develop techniques and systems for speech input to machine. The research in ASR 

by machines has attracted a great deal of attention for about sixty years and ASR today finds widespread application in tasks that 

require human machine interface, such as automatic call processing, and also computer which can speak and recognize speech in 

native language.  

 

3.3 Voice Recognition Based Model for Inputting:  
 Voice recognition technology is the method of identifying and understanding the voice signals of a user, which is converted 

into text or commands for a computer program. In this paper Teenu Therese Paul [11] stated that, the voice recognition technology 

is applied into a lab information system for identifying each of the technician's voice using the user's voice sample, and developing 

a secure authentication system, where the unique features of the user's voice are extracted and stored at the time of registration into 
the system. Further during the login stage, unique features of the user's new voice sample are extracted and then the system compares 

the features with all the stored features rather than the just previous one. For this, system sets a unique username to all the users. 

The comparison operation is performed with all voice samples under that particular user name and the voice feature comparison 

process is done by method of Fast Fourier Transform techniques. After a successful login the user can enter the results of smear test 

through his voice rather than typing into the system. The system mainly consists of two parts, a client system and a server system. 

The client system is developed using Android and the server system is implemented in Java.  

This system has a basic module for voice recognition and authentication which has been the most important contribution in the field 

of machine learning and will be useful in the implementation of a module which could accept voice command for various other 

functionalities.  

 

3.4 Hybrid Genetic Algorithm:  
 The Hybrid Genetic model consists of two parts. The first one is concerned with the creation of feature patterns by fetching 

spoken words from speech by means of the discrete Fourier transform and frequency analysis.  

The second part of model constitutes the working of design of the supervised learning and classification system. The technique used 

for the classification task is based on the simplest classifier, which is K-nearest neighbour algorithm. GAs, which have been 

considered a good optimization and machine learning technique, are applied to the feature extraction process for the pattern vectors 
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in the algorithm. The main motive is to adapt such a hybrid approach to the task of voice command recognition, developing an 

implementation and to test and verify its performance. Following figure shows the working: 

 
Fig.3.1: Mode of action of the hybrid ga/knn approach 

 

3.5 Cuckoo Search Algorithm:  
 Cuckoo search algorithm for voice recognition has been found to be one of the recent optimization algorithms in the league 

of nature based algorithm whose results are better than the PSO and ACO optimization algorithms. Cuckoo Search (CS) is heuristic 

search algorithm which is inspired by the reproduction strategy of cuckoo birds. Cuckoo search algorithm via Lévy flights by Xin-

She Yang and Saush Deb for optimizing a nonlinear function uses generation of random numbers with symmetric Lévy distribution 

obtained by Mantegna’s algorithm. The applications of Cuckoo includes optimizing weights of neural networks, parameters of 

Support vector machines and Radial basis function, job scheduling, finding optimal cluster head in wireless sensor networks, finding 

shortest path and clustering and is aimed to understand the breeding behaviour of the cuckoo bird.  
This can be applied in the field of Speaker Recognition systems and voice to optimise is by use of a fitness function which will be 

used to match voices using features produced by the Cuckoo Search algorithm.  

Speaker recognition can be optimized using Swarm Intelligence algorithm, Cuckoo Search. This algorithm aims at finding and short 

listing the features from voice which can be uniquely identified. After feature extraction using a threshold to remove the unwanted 

signal, noise or disturbance and considering only the voice sample, a Fitness Function is applied based on mean of the individual 

sample. The function will fetch few of the unique and best features and will discard the remaining ones. Hence, there is no need to 

match a speaker’s voice through all the features present. To increase the security in authentication, a threshold value is added to 

correlation in the matching phase. Since only the optimized features are extracted from voice command, this model will optimize 

this technique and but also save resources. Following flowchart [13] shows the working: 

http://www.jetir.org/


© 2019 JETIR May 2019, Volume 6, Issue 5                                                                 www.jetir.org  (ISSN-2349-5162) 

JETIR1905704 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 22 
 

 
 Fig. 3.2: Flow chart of cuckoo search algorithm  

 

 

IV. DESIGN  

 System design is the process of defining the architecture, components, modules, interfaces and data for a system to satisfy 

specified requirements. Systems design is the process of defining and developing systems. Software design is a process to transform 
user requirements into some suitable form, which helps in coding and implementation. Used to provide initial cost, schedule and 

resource estimates. 
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Fig 4.1: System Design 
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 Figure 4.1 shows graphical representation of the system. The user gives command through voice which invokes the app 

with phrase like “OK GOOGLE, LETS TALK TO THE MY TEST APP”. Now the google assistant will acquire the name of the 

app the user choose to use. Then the user will talk to the app. The app then generates dialog output, which is then spoken to the 

user. User then makes request to the app to which the app processes the request and replies back. 

The user is engaged in two way dialogue until the conversation is over. The Dialogflow uses machine learning to understand what 

the user is trying to tell the app. 

 

 
Fig. 4.2: DFD 0 

 
 

Fig. 4.3: DFD 1 
 

 

Methodology 

 

a. Concept and Idea of Project  

Database is needed in each and every field. Creation of database is a critical process, proper knowledge is required for  

creating and managing database. Data handling and extraction of important data is difficult for nave users. So with this application 

we are trying to simplify the process of database management. 

The idea is to make the functions required for the efficient and fast workflow of any project made, which requires database 

and packages. The concept is to ease the manual or technical work and reduce the need of high technical knowledge and skills. 

The basic problem faced by any IT professional is bound of time and since a traditional methods of the workflow 
management are time consuming process hence the main obstacle was to find a way which would help increasing performance by 

inducing a method to decrease the time dedicated. 
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b. Challenges Faced and Overcoming 

 

The solution of this problem required a solution which would not only be using the latest technology but also is user 
friendly. Hence, the technology of voice recognition with the help of Google was found to be not only reliable but also a good 

platform with support of infrastructure. 

Creating application for easing the software related work is most common but to use it for a concept which is most 

untouched. Creating the application needs the knowledge of the domain and pervious works with the use of traditional technology. 

The literature surveys done not only provided information about the various techniques and algorithms which were used in 

traditional methods, but it also helped us to understand the working of the technology and how the flow of system works. 

To build the application, the connection of the server hubs to repository and working on the cloud platform is a tedious 

task for which a lot of research and brainstorming is required for finding the right syntax for right function. These challenges were 

faced and overcome by dedicated surfing on internet and support from the guides and sponsor in the development of this applications 

module and successful working. 

 

c. Module and Functioning: 
 In the proposed project, modules are created using dialog flow. Output is received by the user in the form of voice. In the 

first module we have implemented database creation. The user will access the application in the Google assistant through voice 

commands. The assistant will recognize the keywords and invoke the application.  

 The appropriate script will be executed and then the desired function will be performed. The output generated after running 

the script is redirected back to Dialogflow. DialogFlow converts the output from text to voice format indicating the success, failure 

or error in the command.  

 Java script files are created in which functions are written as per the task is to be performed and this file is hosted on 

Heroku. Connectivity is achieved between the Dialogflow and the script using the link or URL from Heroku. 

 

 
 

Fig. 4.4: System Architecture 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

http://www.jetir.org/


© 2019 JETIR May 2019, Volume 6, Issue 5                                                                 www.jetir.org  (ISSN-2349-5162) 

JETIR1905704 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 25 
 

V. RESULT 

 

5.1 Database Creation 

 As from figure 5.2 below, we can see that after giving command by voice for awaking the google assistance by “Ok 

Google, Talk To My Test App” the voice assistance gets connected to the API and then in response ask for the name of the database 
to be created by voice message “Enter the database name.”. When we give input as name for database, in backend the database is 

created on the server database system and the success message is given to user “Database successfully created”. 

 
Fig. 5.1: Before Database Creation 
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Fig. 5.2: Google Assistant Application 
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Fig. 5.3: After Database Creation 
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       5.2 npm Package Installation 

 Similarly, from fig. 5.4, for the installing of npm packages, when we get connected to the application through vice 

assistance, the voice assistance responses with message asking for the name of the package to be installed. After we give name of 
package as input the assistant responses with the message containing the version of the installed package and if package is not 

present, then it installs the latest compatible version of that package. 

This application is also used for getting the version of already existing package by simple voice input containing the name of the 

package. 

 

 

 
Fig. 5.4: Installation of npm package vue 

 

 

VI. CONCLUSION 

From the literature survey that was carried out, we can conclude that among other methods voice recognition method is 
least explored and have a great prospect to be used for various purposes and have a great scope in field of access control, Law 

enforcement, transaction authentication and personalization.  

Hence, we our project is deployed where we are using the voice recognition technology of a home automated voice 

recognition device like Google Assistant for the purpose of personalizing and easing the work for the developers in industrial field 

where the developers have usual task which are repetitive and slow down the initial development of any assignment or project 

work. 
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